
A HIGHER-ORDER PROJECTION METHOD FOR THE SIMU­
LATION OF UNSTEADY TURBULENT NONPREMIXED COM­
BUSTION IN AN INDUSTRIAL BURNER 

Richard B. Pember~ Ann S. Almgren, John B. Bell, Phillip Colella, Louis 
H. Howell, and Mindy F. Lai 
P.O. Box 808, L-316 
Lawrence Livermore National Laboratory 
Livermore, CA 94550 USA 

ABSTRACT 

We introduce a new methodology for the modeling of unsteady, nonpremixed, 
reacting flow in industrial burners which is based on a higher-order projection 
method for the equations of low-Mach number combustion. The time step used 
by the method is restricted solely by an advective CFL condition. The method 
uses standard submodels to account for turbulent transport, kinetics, and 
radiative transport. The method is presented in the context of axisymmetric 
flow with swirl in burners with simple boundaries. Numerical results from a 
sample problem are shown. 

INTRODUCTION 

We introduce a new methodology for the modeling of unsteady, nonpremixed, 
reacting flow in industrial burners which is based on a higher-order projec­
tion method [1] for the equations of low-Mach number combustion [2J. The 
method uses explicit, second-order convective differencing but the time step is 
restricted solely by an advecti ve CFL condition. The methodology is applica­
ble only in the low-Mach number regime (M < .3), typically met in industrial 
burners. Our method is based on an approximate projection formulation [3]. 
Radiative transport is modeled using the discrete ordinates method [4, 5]. 

The main goal of this work is to introduce and investigate the simula­
tion of burners using a higher-order projection method for low-Mach number 
combustion. As such, we only treat the case of axisymmetric flow in gas-fired 
burners for which the boundaries can be aligned with a rectangular grid, we 
assume the perfect gas law, and we use several relatively simple, standard 
submodels, namely, a one-step reduced kinetics mechanism [6], a k - i model 
for turbulent transport [7], and a simple turbulent combustion model [8]. 

Our methodology uses a sequential formulation, and, consequently, 
compatibility between the continuity equation and the equation of state can-



not be guaranteed [9]. We modify the approach in [1] to account for this. 
A number of methodologies for simulating reacting flow are based on 

SIMPLE [10] and its extensions [11, 12J. Our method is qualitatively similar 
to SIMPLE in that SIMPLE also uses a sequential formulation with velocity­
pressure corrections based on a projection methodology [13]. A projection 
method for low-Mach number combustion is also presented in [14]. 

MODEL FOR LOW-MACH NUMBER COMBUSTION 

For flow in a spatially open domain the underlying assumption in the low­
Mach number model is that M is sufficiently small (M < .3) so that the 
pressure p can be written as the sum of a temporally and spatially constant 
part Pamb and a dynamic part 7r, 

p(r, z, t) Pamb + 7r(r, z, t), (1) 

where 7r /Pamb 0 (M2) . The momentum equation can then be written as 

P (~~ + Gacc(Ul) = -V1f + V· T, (2) 

where U = (u, V, w)T and Gacc(U) = (-w2/r, 0, uw/r)T. All thermodynamic 
quantities are considered to be independent of 7r. The perfect gas law for a 
multi-component gas in a flow satisfying the low-Mach number assumption is 
then 

(3) 

where R is the universal gas constant, and ml and mWl are the mass fraction 
and the molecular weight of species l. Differentiating with respect to time, 
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From continuity, Dp/ Dt -p\l . U and the following constraint on the di-
vergence of the velocity is obtained: 

'\1. U = ~ DT + _1_DRmix 
T Dt Rmix Dt 

(4) 

The equations for low-Mach number combustion then consist of (4), 
(2), and the evolution equations for the other relevant quantities .. To close 
the system of equations, the divergence constraint can be used to derive an 
eHi ptic equation for 7r. 



GOVERNING EQUATIONS 

The system of governing differential equations consists of the divergence con­
straint (4), the momentum equation (2), and the following evolution equations 
for density, temperature, species concentrations, and turbulent kinetic energy 
and dissipation rate: 

ap at + \7 . (pU) = o. 

DT 
PCp,mix Dt \7 . ((k + kd \7T) - \7 . qrad + HjuRjll. 
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The specific heat of the gas mixture, Cp,mix, is L,l mlcp,l(T). The stoi­
chiometric ratio stl is the mass of species l consumed in the reaction per mass 
of fuel consumed. The stress tensor T = Tlam ~j, where 

The turbulent viscosity, thermal conductivity, and mass diffusivity are defined 
by 

/-Lt = Cj.l.pk
2/E, kt = Cp,mix/-Lt/at, Dt = /-Lt/ (pat) 

and the standard values of the turbulence model constants [7] are used. The 
fuel mass consumption rate Rjll. is the smaller of an Arrhenius reaction rate 
[6] and an eddy-dissipation rate (8]: 

Rju = min (p2mjumoxA exp (-Ea/RT) , R/,u,turb) 

where 

R lu,turb = i- min (A' pm lv" A' pmox! stox ) . 

(10) 

(11 ) 



We now discuss boundary conditions. The inlet profiles of U, T, and 
ml have prescribed values. We use recommended [15, 16] inlet values for k 
and €, 

(12) 

At the outflow boundary, the gradients of velocity, temperature, species con­
centrations, and turbulent quantities are set to zero. At solid walls, the ve­
locity and the gradients of p, ml and k are set to zero. The temperature is a 
prescribed value. We also use the "law-of-the-wall" [17,16J to compute c, T, 

and the conductive heat flux at the wall. The boundary conditions used in 
computing V· qrad are model-dependent. For the discrete ordinates model, we 
use the recommendations in [5]. 

NUMERICAL ALGORITHM 

We assume a uniform grid of rectangular cells with widths /),.r and Llz indexed 
by i and j. All quantities in the solution lie on whole time steps (tn) and are 
cell-centered with the exception of pressures which lie on cell corners on lagged 
half-time steps (tn - 1/ 2 ). 

The overall strategy of the algorithm in advancing the solution from 
time tn to t n + /)"t == tn+1 is that of a predictor-corrector scheme. In the 
predictor step, values of k, f, W, T, ml, U and v are computed at time tn+l. The 
values of u and v do not necessarily satisfy the divergence constraint (4). In 
the corrector step, an elliptic equation is solved to impose this constraint and 
to update the value of 1[" to tn + /)"t/2. 

The predictor step of the algorithm is itself a multi-step algorithm. 
A predictor-corrector formulation is used within the predictor step so that 
second-order accuracy can be obtained. The predictor consists of the following 
steps: 

(1) Compute ~t: 

. (f:l.r f:l.Z) Llt == amln -,-.. n n 
1) Uij Vij 

(13) 

where the CFL number a satisfies a < 1. 
(2) C I f n+l/2 n+l/2 d n+l/2 n+l/2 II 

ompute va ues 0 U i +1/ 2,j' Vi+1/ 2,j an U i ,j+l/2' V i ,j+l/2 1 at a r-
and z- cell edges, respectively, using the higher-order Godunov scheme. 

(3) Project edge velocities found in (2) so that they satisfy the diver­
gence constraint. 

(4) C I f n+l/2 d n+l/2 £ T k d ompute va ues a 'Pi+l/2,j an 'Pi,j+l/2 or 'P W, p, pml~ , ,an 
€ using the higher-order Godunov scheme. 

(5) Form discrete approximations of convective terms, i.e., 
(V· (pU'P))"0+1/2 , for 'P = I, ml, and (U . V'P)"0+1/2 for 'P == u, V, w, T, k, and 
c. 



(6) Compute pij+l = P0+~t (\7 . pU)~+1/2 and pij+l/2 = (Pij + pij+1) /2. 
(7) Predict values of flow quantities at tn+l, cpij+1,P for <p = k, E, mi, T, 

u, v, and w, using Crank-Nicholson differencing of the diffusive terms and, for 
mi, the reactive terms as well. 

(8) C (r7 )n+1. T ll+1,p ompute V' qrad ij uSIng ij . 

(9) Compute values of flow quantities, cpij+l for cp = k, f, mil T, W, 

u0+1
,*, and V:j+1,., at tn+1 using Crank-Nicholson differencing. 

In steps (7) and (9) the equations for each of the flow quantities k, f, 

mi, T, U, v, and ware solved sequentially in the order listed and the difference 
equations are formulated so that only linear systems of equations result from 
the Crank-Nicholson differencing. These linear systems and those arising in 
the projection steps are solved using the Gauss-Seidel scheme with multigrid 
acceleration [18J. 

Numerical Divergence Constraint and Temperature Equation 

Several steps in the algorithm require evaluation of \7. U. The numerical form 
of the divergence constraint (4) requires modification due to the sequential 
approach. 

The continuity equation (5) and the equation of state (3) are redun­
dant equations for the density p. Although the evolution equations with (5) 
replaced by (3) analytically conserve mass [2J, numerical conservation of mass 
cannot be guaranteed due to the sequential approach used in the predictor 
step [9]. We therefore use (5) instead of (3). 

Using (5), however, makes it necessary to add an extra term to the dis­
crete form of the divergence constraint (4) which accounts for the discrepancy 
between the values of p found by continuity and by the equation of state. The 
divergence constraint (4) is incremented as follows: 

(\7 U) '- (\7 U) f (- ) Cp,mix,ij - Rmix,ij - s-
. ij'- . ij + Pij - Pamb ~t - = ij, 

Cp,mix,ijPij 
(14) 

where f = .5 and Pij = Rmix,ijPijTij . 

Similarly, the discrete form of the equation for T (6) must be incre­
mented so that it is consistent with (14): 

( DT)._ ( DT) Pij - Pamb 
PCp,mix Dt ij'- PCp,mix Dt ij - f ~t . (15) 

The term (Pij - Pamb)/!1t acts to drive the solution back to the con­
straint Pij = Pamb· Similar treatments have been used in numerical petroleum 
reservoir simulation [9]. 



Predictor 

Computation of Edge Velocities at tn+1/ 2 • The computation of 
( )n+l/2 - Un+1/ 2 d ( )n+l/2 - Un + 1/ 2 £ 11 h h' [19] 
U, v i+l/2,j = i+l/2,j an U, v i,j+l/2 = i,j+l/2 0 ows t e approac In 

and consists of two general steps: 
(1) The calculation of time-centered left and right edge states, Ui:~%~j,L 

and Tji:~%~j,R' at all r-cell faces and bottom and top edge states, Ui~t:/:2,B and 

U;/:/;2,T' at all z-cell faces. 

(2) The calculation of time-centered edge states U~~~~~j at all r-cell 

faces and Ui:::/}2 at all z-cell faces by an upwinding procedure. 
In step (1) cell edge values at tn +1/

2 are computed using Taylor's the­
orem and the differential equation (2). For edge (i + 1/2, j) this yields 

Un +1/ 2 i+l/2,j,L u~ (~X _ UijLlt) un.. ~t (vU ) 
l) + 2 2 X,l) 2 Y ij 

+~ Ll2t (-Gacc(Uij) - (\71r)ij-l/2 + (\7 . T)~) 
Pij 

(16) 

and a similar expression for Ui:~~~~j,R' Similar expressions are used to pre­
dict values at the other cell edges. Derivatives (e.g., Ux ) are evaluated using 
monotonicity-limited approximations [20]. The computation of the transverse 
derivative terms (e.g., ;;fJ;J and the upwinding procedure follow the approach 
in [19]. 

Projection of Normal Edge Velocities. In this step we use a MAC 
projection [19] to enforce the divergence constraint (14). The equation 

is solved for C/>, where sn is given by (14), and D MAC and GMAC are standard 
discretizations of the divergence and gradient operators on a staggered grid. 

n+l/2 
U i+1/ 2 ,j 

The edge velocities are then corrected by 

._ n+l/2 1 (G M AC A.)r 
U i +1/ 2,j - pn If' i+l/2,j 

i+l/2,j 

n+l/2 1 (GMAC A.)Z 
.- Vi ,j+l/2 n tp i,j+l/2· 

Pi,j+l/2 
(17) 

Formation of convective derivatives. The values of CP~:11j2~j and 

CP~;~G2 for <p == W, p, pml, T, k, and E are computed in the same way 
as the edge values of u, v except that the upwind states are computed using 
the edge velocities from (17). The discrete approximations to the convective 

derivatives are then formed using central differences of rp~:1;2~j and rp~~~i~2' 



Crank-Nicholson Differencing. In steps (7) and (9) of the predic­
tor we solve difference equations obtained by applying the Crank-Nicholson 
method to the governing equations. In writing the difference equations below, 
we use 'IjJ to represent all other flow quantities, including \7 . U. 

The difference equation for (u, v) is 

[ 
( )2 ( )2] n+l,* _ n w~.+l,p + wf!. 

+1/2 U ij Uij + ((U v) . \7U)~:1/2 _ II: ~J lJ 
pr:o lit ' lJ 2 ri 

1J n+l,* n 
Vij - V ij + (( ) . n )n+l/2 lit U, v v V ij 

L (un+1,* Vn +1,* 'l/.n+l,p) + L (un Vn 'l/,n) 

(
n )n-l/2 h ,,'f/ h, ,tj/ 

- v Jr ij + 2 . (18) 

where Lh is the discretization of the first two rows of \7 . T in (2). 
The difference equations for k, f, T, ml, and ware similar. The equa­

tions for ml also account for potential stiffness in the Rju term. 
In step (7) of the predictor, step n values are used in place of n + l,p 

values. In step (9), step n + 1 values of i.p = k, E, and ml are used for the 
predicted values in computing subsequent quantities (e.g., kn +1 in computing 
En + I , un+1,*, and vn+1,*) in order that proper coupling is obtained. However, 
consistent values of ml are used in all approximations of Rfu . 

Computation of \7 ·qrado We discretize the discrete ordinate equations 
as conservation relations for each cell [5] and use diamond-difference formulae 
with flux-limiting. The temperature field Ttj+l,P is used. The system is solved 
by successive sweeps through the mesh for each ordinate direction. In the 
computations for this paper we set both reflection and scattering to zero. The 
ordinate values are taken from the S6 set listed in [4]. 

Corrector 

In this step, we perform an approximate projection [3] in order to enforce 
the divergence constraint (14) and find Jrn+l/2. In the following, Da and Ga 

are standard discretizations of the divergence and the gradient operators. We 
solve the difference equations 

(L6)i+l/2,j+l/2 = (D (Un

+
1

,* - un)) 
a 6",t i+l/2,j+I/2 

Sn+I,p sn 
i+l/2,j+I/2 - i+l/2,j+l/2 

6",t 
(19) 

where L is a nine-point discretization of \7 . (\76/ p) based on a finite-element 
CIt' Un+1 d n+lj2 h d b lormu a Ion. ij an 1Ti + I / 2,j+l/2 are t en compute y 

U~.+l = un+1,. _ 1 (G 6). _ n+lj2 n-lj2 6 
2J n+1/2 a 1)' 7ri +1/ 2,j+1/2 = 1Ti+ 1j2,j+lj2 + . 

Pij 



NUMERICAL RESULTS 

We now discuss results from a simulation of a natural gas-air burner using the 
above methodology. The following physical properties are as follows. Polyno­
mial curve fits are used for Cp,OXl Cp,pr [21] and cpJtt [22]. Other properties are 
A 1010m3/(kg sec) and Ea/R- = 1.84 X 104 oK [6], Hltt = 4.855 x 107 J /kg 
[21J, and ka .2m-I. Nominal, constant values of the laminar diffusion coef­
ficients D 1 k and J.-t are used. 

The geometry of the sample burner is shown in Figure 1. The initial 
conditions are quiescent and ambient except for a hot spot near the inlet. The 
inlet conditions are Tin = 300o K, Vin = 12.2m/sec, no radial velocity, and a 
tangential velocity profile for the air given by a swirl number of .5 and solid 
body rotation. The adiabatic flame temperature for our values of lin, cp and 
Hltt is 2268 oK. 

The first two sets of results are for Arrhenius kinetics alone. Figure 
2 shows results computed on a 32 x 128 grid at t 1.53 sec. Temperature, 
velocity, and air mass fraction are displayed. Figure 3 shows the temperature 
computed on a 16 x 64 grid at t = .075, .152, .763, and 1.53 sec. The results 
at t = 1.53 sec for the two resolutions compare favorably, with the coarser 
grid showing a slightly higher maximum temperature. 

Figure 4 shows the effect of the eddy-dissipation model on the tem­
perature field at late time. The results using Arrhenius kinetics alone are 
included for comparison. The maximum temperatures displayed are 2191°K 
(Arrhenius kinetics), 2132°K (A' == 32.0), and 17800 K (A' == 4.0). 

DISCUSSION 

We have introduced a new methodology for computing time-dependent non­
premixed combustion in burners. The computational results appear reason­
able and are consistent under grid refinement. Additional validation is in 
progress. The turbulent combustion model also warrants further investiga­
tion. 

We are uncertain as to why the computations discussed in the previous 
section effectively reached steady state after the unreasonably short simulated 
time of 1.53 sec. One possible explanation is that buoyancy effects are ne­
glected. A second is that rapid attainment of steady state conditions may be 
an artifact of the k - € model. 

There are several areas of further research in this methodology being 
pursued by the authors. In addition to continuing validation of the method, 
we are extending it to more complex geometries. We plan to extend it to three 
spatial dimensions, as well as incorporate more sophisticated turbulence and 



kinetics models. 
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Figure 1: Configuration of burner for sample problem. 


